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ABSTRACT 

The signature-based intrusion detection systems (IDS) encounter quite serious obstructions when trying to spot 
known threats due to the complexity of the cyberattack schemes and rapid development of the network traffic. 
Such complexity can foster the probability that zero-day attacks would not get detected due to an imbalanced 
attack dataset, which might, for example, weigh in with a minimal percentage with respect to general traffic. 
The use of NILM in conjunction with autoencoder interactions for intrusion detection, therefore, turns the table 
by providing favourable operative conditions since the autoencoder, by its very nature, learns normal traffic 
patterns and flags deviations from normality as anomalies and/or intrusions. The model uses reconstruction error 
on normal traffic data to find anomalies, thus eliminating attack signatures, making it a very strong approach to 
detecting unseen attacks. The system outlined in this paper was trained on normal traffic data; therefore, the 
model was also able to highlight rather subtle anomalies. Evaluation measures of accuracy, precision, recall, and 
F1-score revealed that the model accuracy rate was 0.95, precision was 0.92, recall was 0.93, and F1-score was 
0.92. Thus, demonstrating the model was for anomaly detection. The findings therefore imply that the incident 
detection using this autoencoder could probably be built for network intrusion detection and that this approach 
could provide an alternative method, an adaptive and real-time approach for network intrusion detection. 

Keywords: Autoencoder, Anomaly Detection, Intrusion Detection System, Network Traffic, Reconstruction 
Error, Zero-day Attacks, Performance Metrics, Network Security. 

1. INTRODUCTION 

The growing sophistication and higher bandwidth, traffic in modern systems is becoming increasingly complex 
and manageable, all the while increasing security concerns [1]. IDS play an important role in protecting the 
networks from malicious incidents such as unauthorized access, data exfiltration, and denial-of-service attacks. 
Most traditional IDSs leverage a signature-based mechanism to identify known threats that exhibit defined 
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signatures in their detection capabilities [2]. New and advanced types of cyber threats continue to evolve and 
grow in complexity so such systems are typically unable to discover new, unknown types of attack [3]. It is 
therefore becoming more important for research to develop more reliable methods that can characterize 
anomalous attacks that may not be present within the history of the network's traffic patterns and providing 
higher levels of security to the networked environment [4]. An alternative and highly promising approach is 
anomaly detection using autoencoders to identify deviated patterns in traffic data without knowledge of attack 
signatures [5]. These unsupervised methods permit autoencoders to learn the normal behaviour of the network 
traffic and raise alarms for deviations of learned pattern as possible intrusions, as an additional flexible and 
viable model of protection [6]. 

The set of challenges faced by a current intrusion detection system is capable of drawing a large number of 
causal factors [7]. Traditional IDS systems are incapable of resolving the ever-increasing diversity and 
complexity of network traffic, such that there are too many false positives or false negatives [8]. With new 
attack techniques coming up, signature-based systems depending on reimplemented attack patterns have tended 
to become less effective [9]. Moreover, just monitoring each and every packet coming in is impractical due to 
the extremely high traffic volume and high rate of change of traffic patterns [10]. Even in cases with incoming 
traffic where anomaly attacks take place, the effect has been aggravated by the imbalance between normal and 
malicious network data, the norm being much higher [11]. Therefore, with each mundane activity that occurs 
with a prudence of more than fifty, there lies very high probability that an attack will go unnoticed [12]. Other 
constraints are that existing models have limited generalizability and do not come up with specific solutions to 
counter existing threats unless heavy retraining is done [13]. Further, a growing demand for more adaptive and 
real-time systems that can continuously learn from traffic data and dynamically address the problem of intrusion 
detection has arisen [14]. 

The current work resolves the limitations by improving intrusion detection systems with an anomaly detection 
model underpinned by an autoencoder specific to network traffic [15]. The key innovation of this framework is 
that it can detect previously unknown attacks through deviations in network traffic behaviour without requiring 
attack-specific predefined signature definitions [16]. The autoencoder model learns to encode the network traffic 
features into a latent space and reconstructs it, and uses the reconstruction error as a measure of anomalies [17]. 
The autoencoder learns to derive an understanding of normal traffic and everything that deviates from that 
learned behaviour beyond a specific threshold, is regarded as anomalous [18]. By leveraging the role of the 
reconstruction error, it can detect very minute anomalies including new attacks, and zero-day attacks which 
traditional IDS may overlook [19]. This also serves to mitigates the class imbalance issue because while training 
the autoencoder, mainly learns on normal traffic dataset while only learning to reduce outliers or anomalous 
behaviours, avoiding the need for a balanced dataset [20]. This same process also enhances improved accuracy, 
robustness and real time situations pertaining to current network security issues.  

2. LITERATURE SURVEY 

One study addressed the issue of protecting Wireless Sensor Networks (WSNs) against malicious and selfish 

behaviors using game theory [21]. It proposed a trust-based model to classify defenses based on attack types and 

introduced evolutionary game frameworks to enhance node cooperation and data trustworthiness [22]. Another 

research focused on developing an intrusion detection system using the CIDDS-001 dataset, employing deep 

neural networks, random forests, and variational autoencoders to handle imbalanced data [23]. This approach 

achieved 99.99% detection accuracy, showing strong potential for real-time, high-volume data classification 

[24]. An advanced intrusion detection strategy known as STL-IDS used self-taught learning to reduce 

dimensionality and improve classification accuracy using Support Vector Machines (SVM), outperforming 

traditional classifiers like J48 and Naive Bayes in both binary and multiclass scenarios [25]. A novel CSODAE-

ID model was developed to secure Internet of Drones (IoD) using a combination of Modified Deer Hunting 

Optimization for feature selection and autoencoders for intrusion classification, resulting in superior 

performance [26]. A probabilistic graph-based model was also introduced to assess network security in large, 

dynamic organizations using sequential linear programming, proving effective in handling configuration 

uncertainties [27]. 

Another approach implemented deep metric learning with autoencoders and triplet networks for intrusion 

detection, achieving higher predictive accuracy by learning feature embeddings [28]. Economic security was 

analyzed in terms of power dynamics using PEST analysis and subsystem monitoring, suggesting a cycle-based 

security framework for regional assessment [29]. A mechanism was designed to automate security policy 
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enforcement in NFV networks by refining high-level requirements into detailed configurations, proving scalable 

in virtualized environments [30]. Research on human factors in cybersecurity revealed that prior knowledge 

improves intrusion detection performance, particularly in reducing false positives [31]. Comparative analyses of 

intrusion detection systems (IDS) for IoT highlighted machine learning-based solutions, presenting current 

challenges and future directions [32]. A lightweight IDS using stacked autoencoders and network pruning was 

proposed to reduce computational load on edge devices, while another work used unsupervised autoencoders for 

real-time anomaly detection in smart buildings [33]. 

Security issues in 5G networks were also explored, proposing flexible identity management and evaluating 

emerging challenges through case studies [34]. Mobile network handover authentication protocols were 

improved through protocols like Pair Hand and Hash Hand, which offered better security and efficiency. Hybrid 

intrusion detection approaches combined CNN and Bi-LSTM architectures using SMOTE for dataset balancing, 

effectively improving detection across benchmark datasets [35]. A deep neural network-based intrusion 

detection model was proposed for network security using probabilistic feature vectors and deep belief networks, 

achieving high detection rates for CAN bus systems [36]. The growing risk posed by IoT devices in smart grids 

was highlighted, with emphasis on ensuring robust security before widespread deployment [37]. A multivariate 

optimization algorithm enhanced model convergence by avoiding local minima, offering better solutions for 

complex problems [38].AI-driven cybersecurity frameworks were introduced to counter both internal and 

external network threats, demonstrating superior performance in commercial environments [39]. A deep 

learning-based intrusion detection system using deep recurrent autoencoders achieved high accuracy and 

efficiency, significantly reducing the number of features while maintaining robustness even under system 

variations [40]. 

3. PROBLEM STATEMENT 

Classic Intrusion Detection Systems (IDS), which predominantly rely on signature-based techniques, face 
significant limitations in effectively identifying modern and emerging cyber threats [41]. These systems operate 
by matching incoming network traffic against a database of known attack signatures, which renders them largely 
ineffective against novel or zero-day attacks that do not conform to predefined patterns [42]. This inherent 
limitation results in a very low priority being assigned to the detection of unknown or evolving threats, thereby 
exposing networks to significant vulnerabilities [43]. Compounding this issue is the growing complexity and 
dynamism of network environments, characterized by high-volume, heterogeneous traffic patterns and 
increasingly sophisticated attack vectors. Additionally, the imbalance in network data—where benign instances 
vastly outnumber malicious ones presents a further challenge for traditional IDS, leading to skewed learning 
models and reduced detection accuracy [44]. High false positive rates are another major drawback, as they can 
overwhelm security teams with irrelevant alerts and erode trust in the system’s reliability [45]. In response to 
these challenges, the current research proposes an Autoencoder-based anomaly detection model that leverages 
unsupervised learning to identify deviations from normal network behavior [46]. This approach enables the 
system to detect previously unseen or unknown attacks with high accuracy, making it robust, adaptive, and well-
suited for deployment in realistic and complex environments where traditional IDS fail to perform effectively 
[47]. Traditional signature-based IDS can only identify known threats, making them ineffective against new or 
evolving cyber-attacks that lack predefined patterns [48]. Increasing network traffic complexity and severe data 
imbalance hinder accurate anomaly detection, leading to reduced model performance [49]. Conventional IDS 
often generate excessive false alarms, overwhelming security analysts and reducing the credibility and usability 
of the system [50]. Classic IDS struggle to adapt to dynamic network environments and evolving attack vectors, 

making them unsuitable for real-time threat detection in modern systems [51]. The limitations of labeled data 

and the ever-changing nature of threats highlight the importance of adopting unsupervised approaches like 

autoencoders for effective anomaly detection [52]. 

3.1 OBJECTIVES 

❖ Discuss the shortcoming of conventional Intrusion Detection Systems (IDS) in identifying new cyber-

attacks. 
❖ Design an Autoencoder-based anomaly detection model to detect irregularities in network traffic. 
❖ Assess the model's capability to identify unknown attacks based on reconstruction error. 
❖ Use thresholding methods for classifying traffic as normal or anomalous. 
❖ Enhance the effectiveness of IDS with an adaptive and real-time solution independent of pre-

characterized attack patterns. 
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4. PROPOSED METHODOLOGY 

The Figure 1 shows as, the autoencoder mode of network traffic anomaly detection is shown in Figure 1. It 
should be reiterated that the acquisition of network traffic data forms a process that is part of this workflow 
concerning the gathering procedure of the data. The next steps are to pre-process the data, make decisions on the 
handling of missing values, and normalize the data to standardize the features of the autoencoder model. Once 
developed, an autoencoder model learns typical traffic behavior from reconstruction in order to detect 
anomalies. It, however, marked patterns understood as outliers as abnormal when such was in its data. On the 
basis of reconstruction error, the training data is classified in two categories, that is, normal and anomalous: 
normal/tolerable. Performance indicators, including accuracy, precision, recall, and F1 score, would be 
employed to assess the ability of the model to replicate (or mimic) the unknown domain of network traffic.  

 

Figure 1: Anomaly Detection Framework for Network Traffic Using Autoencoders 

4.1 DATA COLLECTION 

The datasets for the current research effort were collected from network traffic datasets such as CICIDS 2020, 
since they have provided a range of labelled and unlabelled data with different network features. In particular, 
source IP, destination IP, protocol type, duration of connection, bytes transferred and state of connection are the 
most important features for any type of anomaly detection. These datasets represent heterogeneous attack types 
and normal traffic sources, which can constitute for an all-round basis of training and testing the hybrid model 
proposed. These terms would allow for the model to detect efficient deviations in traffic behaviour so that the 
potential intrusions can be identified in real time in network environments. 

4.2 PREPROCESSING 

The utmost importance that missing values in the dataset should be handled properly so that an effective training 
model will be obtained. When dealing with missing data, the conventional approaches such as employing 
Autoencoders for imputing the missing values should be completed, allowing the model to predict the missing 
values based on the actual existing data patterns. The continuous features, namely duration, bytes transferred, 
and time-to-live, are normalized into Min-Max scale or Z-score normalization for the purpose of assuring 
uniform contribution of all features in the model performance.  

Feature Selection  

The model is further optimized by the selection of features through methods like Principal Component Analysis 
(PCA). This step decreases dimensionality and highlights only the most relevant features, which enables 
efficient and accurate operation of the anomaly detection process. Through these preprocessing steps, the data 
has undergone preparation for effective training of the hybrid model increasing its competence to detect 
malicious network traffic. 

International Journal of Engineering Science and Advanced Technology (IJESAT) Vol 24 Issue 04, Apr, 2024

ISSN No: 2250-3676 www.ijesat.com Page 182 of 189



4.3 ANOMALY DETECTION USING AUTOENCODER  

4.3.1 AUTOENCODER MODEL DEVELOPMENT 

A. Encoder 

The encoder compresses the input data x into a latent representation z, which is a lower-dimensional vector 
capturing essential features of the data. The Equation is, 

      z = 𝑓encoder (x)      (1) 

Were, X is the input data, which could be network traffic features such as source IP, destination IP, port numbers, 
bytes transferred, duration of connection, etc. The compression of data as an encoded series of operations yields 
in a latent representation, said to be z, that is smaller in size and comprises the most essential information about 
the input data. 𝑓encoder  The encoding step embeds the input data x into a compressed latent representation z, 
which is generally achieved by a neural network known as the encoder.  

B. Decoder 

The decoder takes its turn by transforming z from the encoder back into the original data x. This is given by 
Equation. 

      x̂ = 𝑓decoder (z)      (2) 

Were, x̂ is the reconstructed data produced by the decoder. Ideally, this should closely match the original input x. 𝑓decoder  is the decoder function that takes the latent representation z and reconstructs it back into the original data 
space. The reconstruction error will be used to detect anomalies in the data. If the model reconstructs the data 
poorly, it likely indicates that the data is anomalous. 

C. Activation Functions 

1. Encoder Activation Function (ReLU)  

The ReLU function incorporates non-linearity into the encoder side of the autoencoder, allowing the 
autoencoder to learn more complicated patterns of the data. It has been a predominant choice in neural networks, 
both as a way to avoid the problems that came about in previous activation functions and, also, as a means to 
improve learning with sparsity and faster convergence. The Equation is,  

      ReLU(𝑥) = max(0, 𝑥)     (3) 

Were, The ReLU function takes an input value 𝑥 and returns either, 𝑥 if 𝑥 > 0 and 0 if 𝑥 ≤ 0.  

This makes the model sparser and more efficient as only positive activations can move forward contributing 
towards the activation of the neuron. This phenomenon becomes important when working with very huge 
datasets obviously high dimensionalities like in case of network traffic because, with this, model will learn the 
non-linear relationships in the data while keeping the computational complexity low during learning. 

 

2. Decoder Activation Function (Sigmoid) 

The Sigmoid function is then implemented in the decoding portion of the Autoencoder, where the output values 
will correspond to the reconstructed data, and the values will be kept within the range. Generally, for network 
traffic data, the output values are retained usually between 0 and 1 (normalized values). The Equation is,  

      Sigmoid(𝑥) = 11+𝑒−𝑥     (4) 
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Were, The Sigmoid function squashes its input 𝑥 into a range between 0 and 1. When 𝑥 becomes very large, Sigmoid(𝑥) ≈ 1. When 𝑥 becomes very small (negative), Sigmoid(𝑥) ≈ 0. For values of 𝑥 near zero, the 
Sigmoid function produces values near 0.5. This function is especially useful in binary classification tasks, 
where you wish to constrain the output. For the autoencoder, it reconstructs the data within the valid range by 
making sure the decoded values are logical. 

D. Reconstruction Error 

The reconstruction error is essentially an anomaly detection measure. It is related to how close x is to being 
properly represented back as  x̂. Hence, a high reconstruction error indicates that the input data has failed to 
reconstruct properly and therefore qualifies it as an anomalous event. The Equation (Mean Squared Error) is, 

       Reconstruction Error = 1𝑛 ∑  𝑛𝑖=1 ‖x𝑖 − x̂𝑖‖2   (5) 

Were,  x𝑖 is the original data sample. x̂𝑖 is the reconstructed data sample. 𝑛 is the total number of data samples. ‖x𝑖 − x̂𝑖‖2 is the squared Euclidean distance between the original data sample and its reconstruction. High 
reconstruction error indicates that the model has failed to reconstruct the data well, which is typically due to the 
presence of anomalies. The threshold for reconstruction error can be set to flag data points with error higher than 
a certain value as anomalous. For example, normal traffic will have low reconstruction errors, while attacks will 
have higher reconstruction errors. 

Once the Autoencoder has learned to the reconstruct normal network traffic. It calculates the reconstruction error 
for each sample. These errors are used to assess how well the model can reconstruct different instances of 
traffic.  

 

Figure 2: Autoencoder Architecture for Anomaly Detection 

4.4 ANOMALY DETECTION 

A. Thresholding for Anomaly Detection 

Thresholding is the process of determining a cutoff value for the reconstruction error and the anomaly score to 
classify whether a data point (network traffic sample) is normal or anomalous. The anomaly score for each data 
point x𝑖 is calculated by measuring the reconstruction error between the original data and the reconstructed data 
from the Autoencoder is, 

       Anomaly  Score 𝑖 = ‖x𝑖 − x̂𝑖‖    (6) 

Were, x𝑖 is the original data sample (network traffic features such as source IP, duration, bytes transferred). x̂𝑖 is 
the reconstructed data sample from the Autoencoder. ‖ ⋅ ‖ represents the Euclidean distance between the original 
data and the reconstructed data. 

B. Anomalous Traffic Identification 
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Therefore, once the threshold has been established, the following step is to flag the traffic points failing to 
achieve high reconstruction error. This involves checking whether the anomaly score goes over the threshold 
limit. When it does, the sample is identified as an anomaly. Otherwise, the sample is reported to be normal. 
Now, let us define the Anomaly Flag for each data point as, 

     Anomaly  Flag 𝑖 = {1  if Anomaly  Score 𝑖 >  Threshold 0  if Anomaly  Score 𝑖 ≤  Threshold 
 
 

   (7) 

Were, Anomaly Flag  𝑖 = 1 indicates that the sample x𝑖 is flagged as anomalous. Anomaly Flag  𝑖 = 0 indicates 
that the sample x𝑖 is normal. 

C. Final Classification 

After anomalies have been detected, now we will proceed to the final classification of the network traffic in the 
two separate ways described. Will classify traffic as normal or anomalous based on the following two criteria: 
There is reconstruction error: If the reconstruction error exceeds the threshold 𝑇, we classify that traffic as 
anomalous. The final classification rule is, 

     Classification = { Anomalous  if 𝐸𝑖 > 𝑇 or 𝑑𝑖 > 𝐷threshold 

 Normal  otherwise 
   (8) 

In this study, an anomaly detection model was developed using autoencoders in order to recognize abnormal 
behaviours that do not conform to the normal network traffic. The model effectively captures features of 
anomalous network traffic in latent space and attempts to reconstruct it, in which it gauges how well it 
constructs it by measuring reconstruction error. If the reconstruction error is substantial, then the traffic is likely 
anomalous or abnormal, thus some anomaly detection score formulation must be carried out for each data 
instance according to the reconstruction error and determining thresholds to differentiate normal traffic from 
abnormal traffic. The reconstruction error above threshold will be flagged as anomalous traffic, while 
reconstruction error below threshold will be normal traffic. This is useful in events like rogue attacks, or non-

disclosing events such as "zero-day" attacks that will not disclose attack signatures prior to the event. 

5. RESULT AND DISCUSSION 

The results and discussions provide compelling evidence for the fact that the autoencoder model for anomaly 
detection is indeed very competent for identifying anomalies in the area of network traffic. It has incorporated 
all the relevant key performance evaluation parameters acting as benchmarks for model performance, including 
accuracy (0.95), precision (0.92), recall (0.93), and F1 score (0.92). The accuracy of the model implies that the 
majority of regular traffic gets detected, with the abnormality detection being done on the utmost. The design 
also minimizes false positives while predicting anomalies, justified with the help of both precision and recall. 
Furthermore, a figure of 0.92 gives the overall guarantee of a reasonable balance to be struck between precision 
and recall, confirmed using the F1 score. All the given evaluation metrics show the strength of the autoencoder 
model as an excellent mechanism for network intrusion detection, including those intrusions that are quite subtle 
and may never have been seen before on the network, thereby finding it favourable for real-time anomaly 
detection with network security. Being an extremely effective method for identifying any kind of network 
intrusive activity, including often those very faint who never seen before, the autoencoder model might be called 
the most preferred for real-time anomaly detection with network security when it involves all metrics evaluated. 
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Figure 3: Performance Metrics of Autoencoder Model for Network Anomaly Detection 

The bar plot represents some performance measures of the autoencoder model for detecting anomalies in 
network traffic. The four performance measures are also illustrated: accuracy, precision, recall, and F1. The 
accuracy of the model equals 0.95. This means that whenever there is an indication of anomalous or normal 
traffic, the model is usually correct. The precision value of 0.92 and the recall value of 0.93 indicate the extent 
to which the model is balanced between presenting anomalous traffic correctly identified (precision) and also for 
detecting most of the anomalies themselves (recall). The F1 score assesses the balance of precision and recall 
for the model. The F1 score indicates that, for most of the cases, the model detects network anomalies with as 
few false positives and false negatives as possible at the value of 0.92, therefore indicating a good set of values 
for applications of intrusion detection in networks. 

6. CONCLUSION 

The Network intrusion detection could also be a very good candidate for an autoencoder based anomaly 
detection model which is effective in detecting aberrations in network traffic. The results of the model could 
further be connected to the advantages of treating unknown and novel attacks which resulted in decidedly 
impressive accuracy (0.95), precision (0.92), recall (0.93), and F1-score (0.92). This means that, the autoencoder 
model could classify both normal and anomalous traffic under extremely few false positives and falsely 
classified normal patterns. It takes relatively small presentations that can hardly be set as defined signatures of 
an attack. Its recognition is based on small anomalies through reconstruction error, making it adaptive and 
allows responsive action in real time to the evolution of cyber threats. The added contribution of the proposed 
model is into the traditional signature-based intrusion detection system, with detection rates and adaptability far 
above the mark in a dynamic network environment. 
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